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Support vector machines

optimal sepatrating hyperplane, kernels (jádra)
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Separating Hyperplane
● Hyperplane splits the space in two parts.
● We try to separate -1,1 (red, green).
● Many possibilities:

● Not necessary optimal:
– linear regression
– LDA

● Optimal if exists:
– logistic regression
– neural network

● different for different initialisation, order of examples.
● We want to define unique optimal hyperplane.
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Hyperplane L (affine set; nadrovina)
● L defined by an equation:

● For any point on L:

● Vector normal is defined:

● The signed distance to L is:
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Optimal Separating Hyperplane
(separable case)

● Separates training cases correctly,
● maximizes the margin between classes

(that is maximizes the robustness of the split).
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Search for the Optimal Sep. Hyper.
● We search:

under conditions:

(that is all examples are on correct side).
● Technical staff:
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Lagrange Multipliers
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Wolfe Dual Form
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Support Vectors - 



9

Support Vector Classification
● For each example, we get 
● We calculate

● for any support point on the boundary

● The resulting classification is:

!
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High Sensitivity on Input 
(Overfitting?)
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Non-Separable Case: Slacks
● Classes may not be separable.
● For each example, we introduce SLACK 

variable:
● on proper side of the margin:
● example is on the wrong side:

● Incorrectly classified examples have slack at 
least 1.

● We restrict the sum of slacks or introduce a 
penalty coefficient on the sum of slacks.
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General Optimal Separating Hypp.

!
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Optimal Separating Hyperplane

● It is equivalent to maximize M 
● γ=infinity for separable case.
● y

i
 ϵ {-1, 1} encodes the goal class.

!
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Lagrange Functions ...
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Derivatives 0, Dual
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● Convex optimization problem with linear 
constraints,

● solution exists,
● we get α

i
 for each data point.
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Separating Hyperplane - General

● For each data point, get α
i
.

● Calculate:
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Example

Which vectors have
● non-zero alpha?
● non-zero slack?
● Support vectors?
● Incorrectly

   classified vectors?
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Optimal Separating Hyperplane
● Goal class is coded by -1,1.
● We use optimization procedure, for each 

example we get

● Select any example with                 , denote it s.
● New example x is classified:

that is

● Parameter gamma is set by tunning (CV). 
!
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Different Cost Penalty
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Linear Cut may be sub-optimal
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Support vector machines

● Support vector machines look for linear 
separating hyperplane in nonlinear 
transformation of the input space

● Find the difference:

K(x,x
i
)+

!
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SVM -Example
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Kernel Functions
● The most common kernel functions are:
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SVM as penalization method

Both tasks lead to the same solution:

● Solve:

● Or:
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Comparison of Loss Functions
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Skin of Orange Example
● Skin of Orange: 

● a ball in 4 dimensions
– one class inside
– second on the skin.

● 6 additionall noisy features.


